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Start of First change
[bookmark: _Toc106015844][bookmark: _Toc106098482][bookmark: _Toc130201955]2	References
[x]		‘Proposal for a Regulation laying down harmonized rules on artificial intelligence’, 2021, European Commission.
[y]		‘Ethics Guidelines for Trustworthy Artificial Intelligence’, 2019, European Commission.
Start of Next change
[bookmark: _Hlk142650765][bookmark: _Hlk118302523]6.2	ML training phase 
[bookmark: _Hlk142650865][bookmark: _Toc128685314][bookmark: _Toc129028596][bookmark: _Toc129030126][bookmark: _Toc129155993][bookmark: _Hlk142651344]6.2.X	Trustworthiness management for ML training 
6.2.x.1	Description
Machine Learning is expected to play an important role as a means to automate and optimize complex network operations in RAN, core and management domains. Therefore, it is of utmost importance to consider trustworthiness of ML and the management of such trustworthiness across end-to-end networks. Moreover, the European Commission has approved a draft law to regulate AI/ML consisting of several key requirements that the high-risk AI/ML systems should meet for them to be considered trustworthy while also clearly stating that “Management and operation of critical infrastructure” falls under high-risk category. These requirements include human agency and oversight, technical robustness and safety, privacy and data governance, transparency, diversity, non-discrimination and fairness, accountability, societal and environmental well-being. More details on each of these requirements are described in [x][y]. Most of these requirements can be addressed via three technology enablers, i.e., explainable ML, fair ML and robust ML.
Explainable ML refers to the ability of ML models to enable humans to understand decisions or predictions made by them. For e.g., in the data phase to better understand patterns in the training data, in the training phase to understand the behaviour of the trained ML model, in the inference phase to provide the underlying reasoning for ML model predictions. In the context of SA5, explainability refers to explaining individual decisions predicted by the ML model and not explaining the internal behavior of the ML model itself.
Fair ML refers to the process of correcting and eliminating bias in machine learning models. For e.g., in the data phase to ensure that the data being used to train a model is free from intentional or unintentional bias, in the training phase to ensure that the ML model being trained is able to achieve the desired fairness/unbiased goals, in the inference phase to ensure that the model predictions are fair/unbiased across all individuals/groups.
Robust ML refers to the process of withstanding or overcoming extreme conditions within its environment which can be categorized into two broad approaches, i.e., technically robust ML and adversarially robust ML. The former refers to detecting and mitigating unintentional errors/failures in ML (e.g., missing feature values in training data, concept drift, i.e., the statistical properties of the target variable which the model is trying to predict changes over time in unforeseen ways) while the latter refers to detecting and mitigating intentional attacks from adversaries on ML (e.g., data poisoning, model poisoning, model extraction).It is to be noted that adversarially robust ML is outside the scope of 3GPP SA5.
The above ML trustworthiness mechanisms apply to four aspects of the ML process: (i) Data processing for use towards training, testing and inference; (ii)	The training of ML entities; (iii) The testing of ML entities; and (iv) The use of ML entities for inference. The trustworthiness requirements for ML training, testing and inference may vary depending on the risk-level of the use case and therefore the related trustworthiness mechanisms need to be managed by configuring and monitoring them. The purpose of ML trustworthiness is to ensure that the model being trained, tested, and deployed is explainable, fair and robust. 
[bookmark: _Hlk142650881][bookmark: _Toc128685316][bookmark: _Toc129028598][bookmark: _Toc129030128][bookmark: _Toc129155995]6.2.X.2	Use cases
6.2.X.2.1	AI/ML trustworthiness indicators
To manage AI/ML trustworthiness, a set of AI/ML trustworthiness indicators related to ML training, testing and inference need to be specified. The AI/ML trustworthiness indicators can be categorized into three types:
Explainability-related indicators: the explainability indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:
-	provide local explanation for one prediction made by the ML entity without disclosing the ML entity internals.
-	provide global explanation for a group of predictions by the ML entity without disclosing the ML entity internals.
-	evaluate monotonicity - a quantitative metric for explainability - that measures the effect of individual features on ML entity performance by evaluating the effect on ML entity performance by incrementally adding each feature in order of increasing importance.
Fairness-related indicators: the fairness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:
-	evaluate disparate impact - a quantitative measure for fairness - that measures the ratio of rate of favourable outcome for the underrepresented group to that of the overrepresented group.
-	evaluate Manhattan distance - a quantitative measure for fairness - that measures the average distance between the samples from two subsets of a datasets.
-	evaluate average odds difference - a quantitative measure for fairness - that measures the average difference of false positive rate and true positive rate between underrepresented and overrepresented groups.
Robustness-related indicators: the robustness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to: 
-	evaluate missingness ratio - a quantitative measure for robustness - that measures the percentage of missing values in the training dataset.
[bookmark: _Hlk142667803]Editor’s note: Additional AI/ML trustworthiness indicators and metrics are FFS.
Depending on the use case, the AI/ML MnS consumer and AI/ML MnS producer can agree on some or all of the above trustworthiness indicators and the related trustworthiness metrics for monitoring and evaluation during ML training, testing and inference. In particular, the AI/ML MnS consumer should first determine which AI/ML trustworthiness indicators and metrics are needed and then request the AI/ML MnS producer to monitor and evaluate only those indicators.
[bookmark: _Hlk142651014]6.2.X.3	Requirements for ML training trustworthiness management
Table 6.2.X.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_TRUST_IND-1
	The AI/ML MnS producer should have a capability to define new use case specific AI/ML trustworthiness indicators and related metrics for AI/ML data or ML entity in addition to the usage of generic AI/ML trustworthiness indicators and related metrics.
	AI/ML trustworthiness indicators (clause 6.2.X.2.1)

	REQ-ML_TRUST_IND-2


	The AI/ML MnS producer should have a capability allowing the authorized MnS consumer to discover supported generic or new AI/ML trustworthiness indicators and related metrics for AI/ML data or ML entity and select all or a subset of them based on the authorized MnS consumer requirements.
	AI/ML trustworthiness indicators (clause 6.2.X.2.1)

	REQ-ML_TRUST_IND-3
	The AI/ML MnS producer should have a capability to report to the authorized MnS consumer the evaluated trustworthiness indicators and related metrics for AI/ML data or ML entity.
	AI/ML trustworthiness indicators (clause 6.2.X.2.1)
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